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Abstract

Factor analysis has proven to be a relevant tool for extracting tissue time-activity curves (TACs) in
dynamic PET images, since it allows for an unsupervised analysis of the data. To provide reliable and
interpretable outputs, it requires to be conducted with respect to a suitable noise statistics. However,
the noise in reconstructed dynamic PET images is very difficult to characterize, despite the Poissonian
nature of the count-rates. Rather than explicitly modeling the noise distribution, this work proposes
to study the relevance of several divergence measures to be used within a factor analysis framework.
To this end, the $\beta$-divergence, widely used in other applicative domains, is considered to design the
data-fitting term involved in three different factor models. The performances of the resulting algorithms
are evaluated for different values of $\beta$, in a range covering Gaussian, Poissonian and Gamma-distributed
noises. The results obtained on two different types of synthetic images and one real image show the
interest of applying non-standard values of $\beta$ to improve factor analysis.
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I. INTRODUCTION

Thanks to its ability to evaluate metabolic functions in tissues from the temporal evolution of a previously injected radiotracer, dynamic positron emission tomography (PET) has become an ubiquitous analysis tool to quantify biological processes. After acquisition and reconstruction, the main time-activity curves (TACs) (herein called factors), which represents the concentration of tracer in each tissue and blood over time, can be extracted from PET images for subsequent quantification. For this purpose, factor analysis of dynamic structures (FADS) has been intensively used [2], [3], further leading to FADS with nonnegative penalizations [4], [5]. However, these solutions explicitly rely on the assumption that the dynamic PET noise and the model approximation errors follow Gaussian distributions. To overcome this limitation, several works applied nonnegative matrix factorization (NMF) techniques, allowing the Kullback-Leibler (KL) divergence to be used, which is more appropriate for data corrupted by Poisson noise [6], [7], [8]. NMF with multiplicative updates is the approach generally employed since the algorithm is simple and there are less parameters to adjust than in FADS.

Nevertheless, even though the positron decay process can be described by a Poisson distribution [9], the actual noise in reconstructed PET images is not expected to be simply described by Poisson nor Gaussian distributions. Several acquisition circumstances, such as the detector system and electronic components, as well as post-processing corrections for scatter and attenuation, significantly alter the initial Poissonian statistics of the count-rates [10], [11]. Considering the difficulties in characterizing the noise properties in PET images, many works have assumed the data to be corrupted by a Gaussian noise [12], [13], [14]. Hybrid distributions, such as Poisson-Gaussian [15] and Poisson-Gamma [16], have been also proposed in an attempt to take into account various phenomena occurring in the data. The work of Teymurazyan et al. [17] tried to determine the statistical properties of data reconstructed by filtered-back projection (FBP) and iterative expectation majorization (EM) algorithms. While FBP reconstructed images were sufficiently described by a normal distribution, the Gamma statistics were a better fit for EM reconstructions. The recent work of Mou et al. [18] further studied the Gamma behavior that can be found on PET reconstructed data.

While these works mainly put the emphasis on the noise model, the present study aims at investigating the impact of the divergence measure to be used for factor analysis of dynamic PET images. This work applies a popular and quite general loss function in NMF, namely the
\(\beta\)-divergence \([19], [20]\). The \(\beta\)-divergence is a family of divergences parametrized by a unique scalar parameter \(\beta \in [0, 2]\). In particular, it has the great advantage of generalizing conventional loss functions such as the least-square distance, KL and Itakura-Saito divergences, respectively corresponding to Gaussian, Poisson and Gamma distributions.

The current paper will empirically study the influence of \(\beta\) on the factor estimation for three different methods. First, the standard \(\beta\)-NMF algorithm is applied. Then, an approach that includes a normalization of the factor proportions (herein called \(\beta\)-LMM) and previously considered in \([21]\), is used to provide factors with a physical meaning. Finally, the \(\beta\)-divergence is also used to generalize the previous model introduced in \([22]\). Simulations are conducted on two different sets of synthetic data based on realistic count-rates and one real image of a patient’s brain.

This paper is organized as follows. The considered factor analysis models are described in Section II. Section III presents the \(\beta\)-divergence as a measure of similarity. Section IV discusses the corresponding factor analysis algorithms able to recover the factors, their corresponding proportions in each voxel and other parameters of interest. Simulation results obtained with synthetic data are reported in Section V. Experimental results on real data are provided in Section VI. A deeper discussion is conducted in Section VII. Section VIII concludes the paper.

II. FACTOR ANALYSIS

Let \(Y\) be an \(L \times N\) observation matrix containing a 3D dynamic PET image composed of \(N\) voxels acquired in \(L\) time-frames. This observation matrix \(Y\) can be approximated by an estimated image \(X(\theta)\) according to a factorization model described by \(P\) physically interpretable variables \(\theta = [\theta_1, \ldots, \theta_P]\), i.e.,

\[
Y \approx X(\theta).
\]  

(1)

The observation image is affected by a noise whose distribution characterization is a highly challenging task, as previously explained. For this reason, for sake of generality, the description in (1) makes use of an approximation symbol \(\approx\) that generalizes the relation between the factor-dependent estimated image \(X(\theta)\) and the observed data \(Y\). Factor analysis can be formulated as an optimization problem which consists in estimating the parameter vector \(\theta\).
assumed to belong to a set denoted $C$ with possible complementary penalizations $R(\theta)$. It is mathematically described as

$$\hat{\theta} \in \arg \min_{\theta \in \mathcal{C}} \left\{ \mathcal{D}(Y|X(\theta)) + R(\theta) \right\}$$

(2)

where $\mathcal{D}(\cdot|\cdot)$ is a measure of dissimilarity between the observed PET image $Y$ and the proposed model. The choice of this dissimilarity measure will be discussed in Section III. The following paragraphs describe three different factor analysis techniques and details particular instances of the explanatory variable $\theta$ under this general formulation.

A. Nonnegative Matrix Factorization (NMF)

Factorizing a latent (i.e., unobserved) matrix $X \in \mathbb{R}^{L \times N}$ consists in decomposing it into two matrices as

$$X = MA,$$

(3)

where $M = [m_1, \ldots, m_K]$ is a $L \times K$ matrix of factors and $A = [a_1, \ldots, a_N]$ is a $K \times N$ matrix containing the factor coefficients. In the dynamic PET setting, $M$ is expected to contain the elementary TACs characterizing the different kinds of tissues, whereas the coefficient vector $a_n$ contains their corresponding proportions in the $n$th voxel. In most applicative contexts, the number $K$ of elementary TACs is supposed to be lower than both the number of frames $L$ and the number of pixels $N$, i.e., $K \ll L, N$. This choice leads to a low-rank factorization of the matrix $X$.

Moreover, to provide an additive and part-based description of the data, nonnegative constraints are assumed for the factors and respective proportions, resulting in the standard NMF formalism

$$A \succeq 0_{K,N}, \quad M \succeq 0_{L,K},$$

(4)

where $\succeq$ stands for a component-wise inequality. The formulation of the corresponding NMF optimization problem has been largely considered in the literature [20] and consists in estimating the explanatory variables $\theta = \{M, A\}$ subject to the constraints in (4).

B. Linear Mixing Model (LMM)

The factorization (3) and constraints (4) that describe a typical NMF can also be envisaged under the light of the LMM widely used in the hyperspectral imagery literature [25]. Additionally
to the constraints defined in (4), to associate factors coefficients with concentrations or proportions, LMM assumes the following sum-to-one constraint

$$A^T 1_K = 1_N,$$

(5)

where $1_N$ is the $N$-dimensional vector made of ones. The corresponding minimization problem, also widely discussed in the above mentioned hyperspectral unmixing literature, is formulated as for the NMF, complemented by the additional constraint (5).

C. Specific binding linear mixing model (SLMM)

The LMM seems to be a relevant model for dynamic PET data. Although the perfusion involved in the radiotracer diffusion is not linear, in most cases the resulting TAC is approximated by the sum of the pure TACs weighted by the factor proportions. But as discussed in [22], in high uptake regions, LMM may not provide a sufficient description of the data. Therefore, a specific binding LMM (SLMM) has been proposed to handle the variations in perfusion and labeled molecule concentration affecting the TACs related to specific binding. It describes the nonlinearity of these TACs by an additive spatially variant perturbed component that is approximated by a linear expansion over previously learned basis elements. By specifically denoting $M = [\bar{m}_1, \ldots, \bar{m}_K]$ where $\bar{m}_1$ is the nominal specific binding factor, SLMM can be formulated as [22]

$$X = MA + \left[ E_1 A \cdot V B \right],$$

(6)

where “\cdot” is the Hadamard point-wise product, $E_1$ is the matrix $[1_{L,1}, 0_{L,K-1}]$, $V = [v_1, \ldots, v_{N_v}]$ is the $L \times N_v$ matrix composed of the basis elements used to describe the variability of the specific binding factor (SBF), $(N_v \ll L)$, and $B = [b_1, \ldots, b_n]$ is the $N_v \times N$ matrix composed of internal proportions. If $B = 0$, the model in (6) becomes a regular linear mix, as (3).

As in [22], to avoid ambiguity in the factor TACs due to their strong correlation with the variability elements, the intrinsic variability proportion matrix is constrained to be nonnegative

$$B \succeq 0_{N_v,N}.$$  

(7)

Therefore, the resulting SLMM optimization problem generalizes the NMF and LMM problems where the explanatory parameter vector is given by $\theta = \{M, A, B\}$. Under the general formalism (2), the set of constraints is defined by (4), (5) and (7). Moreover, as the SBF variability is only
expected in the voxels belonging to the region affected by specific binding, $B$ is expected to be zero outside the high-uptake region. Therefore, the spatial sparsity of the related coefficients is enforced by defining the regularizer in (2) as

$$R(\theta) \triangleq \|B\|_{2,1} = \sum_{n=1}^{N} \|b_n\|_2.$$  

(8)

The final cost function writes

$$\mathcal{J}(M, A, B) = \mathcal{D}(Y | MA + \left[ E_1 A \cdot VB \right]) + \lambda \varphi \|B\|_{2,1},$$  

(9)

where the trade-off between the data fitting term and the penalty $\|B\|_{2,1}$ is controlled by the parameter $\lambda$ and also depends on the dispersion parameter $\varphi$ that is related to the noise distribution.

III. DIVERGENCE MEASURE

When analyzing PET data, most studies in the literature have considered the Euclidean distance or the Kullback-Leibler divergence as the loss function $\mathcal{D}(\cdot | \cdot)$ to be used in the inverse problem (1). These choices are intrinsically related to the assumptions of Gaussian and Poissonian noise, respectively, as detailed in the next paragraphs. However, as previously discussed, the noise encountered in PET data is altered by several external circumstances and parameters, even though the initial count-rates are known to follow a Poisson distribution. Hence, to provide a generalization of these PET noise models, this work proposes to resort to the $\beta$-divergence as the dissimilarity measure underlying the approximation in (1).

A. Noise in PET images

Before introducing the solution proposed in this chapter to deal with the unknown nature of the noise in PET images, we present a study conducted on 64 samples simulated with the realistic count-rates process posteriorly detailed in paragraph V-A3, with 6 reconstruction iterations. Each sample is a 4D image (3D+time) of size $128 \times 128 \times 64 \times 20$. There are many ways to study the noise, such as through the calculus of pixel normalized standard deviation [26]; the study of the histogram of the region of interest in order to characterize the noise probability density function; the evaluation of differences between the histogram of a population from a reference distribution with graphical methods such as Quantile-Quantile (Q-Q) plots; the use of skewness (third standardized moment) and kurtosis (fourth standardized moment) [17]; and finally the
analysis of the spatial variance in the region-of-interest (ROI) [27]. In this section, we will limit ourselves to the study of spatial variation and estimation of the noise distribution with the histogram.

First, we present pixel variance, covariance and mean over time inside a ROI containing high-uptake tissue of size $20 \times 20 \times 10$ pixels. As previously discussed, the varying durations of frames, among other factors, change the noise levels from frame to frame [28]. On Fig. 1, the variation seems to be directly proportional to the signal power, since the earlier frames of a typical dynamic PET acquisition are expected to have fewer photon counts and be more heavily corrupted by noise than the latter ones. This is also seen in Fig. 2, since the time bins of the earlier parts of the scan are kept short to capture the fast kinetics right after tracer injection [29]. From Fig. 2, we also verify that the SNR is always around 12dB, in a range between 8dB and 15dB.
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A second study is conducted to investigate the distribution of the noise. It consisted in a comparison of the histogram with three distributions, particularly Poisson, Gaussian and Gamma distributions, whose parameters are estimated by computing their maximum likelihood estimators (MLE). Acknowledging that the noise changes with time, we compare the histogram in six different time frames (1, 4, 7, 10, 13, 16) and four different pixels over the 64 samples.

Computing the MLE related to a given noise distribution consists in minimizing the partial derivative of the negative log-likelihood of this distribution with respect to the parameter we want to estimate. In the following, the MLE of the parameters for the three distributions will be provided.
-- **MLE for the Gaussian distribution:** Considering an observation $y$ corrupted by an additive white Gaussian noise $n$ affecting a signal $x$, i.e. $y = x+n$ with $n \sim \mathcal{N}(0, \sigma^2)$, the probability density function that describes the distribution writes

$$p(y|x, \sigma^2) = \frac{1}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{1}{2} \frac{(y-x)^2}{\sigma^2} \right)$$

and its negative log likelihood is

$$-\log(p(y|x, \sigma^2)) = \frac{1}{2\sigma^2} (y-x)^2 + \text{cte.}$$

(11)

As the noise mean is zero, the mean of the observations is the signal $x$. Moreover, the variance $\sigma^2$ that describes this Gaussian distribution is estimated from $P$ samples as:

$$\hat{\sigma}^2 = \frac{1}{P} \sum_{j=1}^{P} (y_j - x).$$

(12)

-- **MLE for the Gamma distribution:** Considering a multiplicative Gamma noise, i.e. $y = xn$ with $n \sim \mathcal{G}(\eta, \eta)$ and $\mathbb{E}[n] = 1$, the Gamma distribution describing the noise $n$ is given by

$$p(n|\eta, \eta) = \frac{\eta^n n^{\eta-1}e^{-\eta n}}{\Gamma(\eta)}.$$  

(13)

The negative log likelihood for the data $y$ writes:

$$-\log(p(y|x, \eta, \eta)) = -\log p(n|\eta, \eta)/x$$

$$= -\log \frac{\eta^n \left( \frac{y}{x} \right)^{\eta-1} e^{-\eta \left( \frac{y}{x} \right)}}{\Gamma(\eta)}$$

$$= \eta \left( \frac{y}{x} - \log \left( \frac{y}{x} \right) \right) + \text{cte.}$$

(14)
From the minimization of negative log likelihood of the Gamma distribution regarding \( \eta \), the MLE \( \hat{\eta} \) is

\[
P(\log \hat{\eta} - \frac{\partial}{\partial \eta} \log \Gamma(\hat{\eta}) + \frac{1}{P} \sum_{j=1}^{P} \log y_j) = 0. \tag{15}
\]

As there is no closed-form solution for \( \hat{\eta} \), a numerical iterative solution, such as the Newton-Raphson technique or the fixed-point method, must be applied [30].

- **MLE for the Poisson distribution**: A Poisson distribution is described by the following discrete probability

\[
p(y|x) = \frac{x^y e^{-x}}{y!} \tag{16}
\]

and the negative log-likelihood is

\[-\log(p(y|x)) = -y \log x + x + \text{cte}. \tag{17}\]

The MLE for the Poisson parameter simply gives \( \mathbb{E}[y] = x \). However, the images herein studied do not follow a standard Poisson distribution. The generation process of the count-rates \( y \) can be approximated with scaled Poisson random variables, i.e., \( y = \gamma v \) and \( v \sim \mathcal{P}(\frac{x}{\gamma}) \).

The mean of variable \( y \) may be written as

\[
\mathbb{E}[y] = \gamma \mathbb{E}[v] = x, \tag{18}
\]

while the variance is

\[
\text{var}[y] = \gamma^2 \text{var}[v] = \gamma x. \tag{19}
\]

Thus, to obtain a rough estimation of the scaling constant \( \gamma \) for each studied frame, we simply compute

\[
\gamma = \frac{\text{var}[y]}{\mathbb{E}[y]}. \tag{20}
\]

Note that scaled Poisson random variables do not follow a Poisson distribution.

Fig. 3 shows the empirical histograms as well as the corresponding theoretical probability density functions (i.e., whose parameters are the MLEs) obtained from the 64 samples of each pixel. Visual comparison suggests that in the earlier frames the noise distribution is close to the Gamma distribution, gradually acquiring a more Poisson-like shape until it is no longer visually recognizable which distribution fits the best. Note that for sufficiently large values of
the mean, the Poisson distribution can be approximated by a Gaussian distribution with equal mean and variance. This may also explain why they are so close in latter frames, where the tracer concentration in tissues is generally higher.

**B. The $\beta$-divergence**

The $\beta$-divergence first appeared in the works of Basu et al. [19] and Eguchi and Kano [31]. Since then, it has been intensively used, with noticeable successes in the audio literature for music transcription and separation [32], [33], [34]. More precisely, the $\beta$-divergence applied to
two matrices $Y$ and $X$ follows the component-wise separability property
\[ D_\beta(Y|X) = \sum_{\ell=1}^{L} \sum_{n=1}^{N} d_\beta(y_{\ell,n}|x_{\ell,n}) \] (21)
and is defined, for $\beta \in (0,2)$, as
\[ d_\beta(y|x) = \frac{1}{\beta(\beta-1)}(y^\beta + (\beta - 1)x^\beta - \beta y x^{\beta-1}) \] (22)
with
\[ d'_\beta(y|x) = x^{(\beta-2)}(x - y), \] (23)
\[ d''_\beta(y|x) = x^{(\beta-3)}[(\beta - 1)x - (\beta - 2)y]. \] (24)
The limit cases for the $\beta$-divergence are the following
\[
\begin{cases}
\frac{1}{2}(y^2 + x^2 - 2yx) & \beta = 2, \\
y \log \frac{y}{x} - y + x & \beta = 1, \\
y \frac{y}{x} - \log \frac{y}{x} - 1 & \beta = 0.
\end{cases}
\] (25)
Note that the cases $\beta = 1$ and $\beta = 2$ lead to the Kullback-Leibler divergence and the squared Euclidean distance, respectively, already discussed above, while $\beta = 0$ leads to the Itakura-Saito divergence. To illustrate this family, Fig. 4 compares the loss functions $d(y=1|x)$ as functions of $x$ for various values of $\beta$. A comprehensive presentation of the $\beta$-divergence is available at [35].

Among its interesting properties, the $\beta$-divergence can be related to a wide family of distributions, namely the Tweedie distributions, via its corresponding density $p(y|x)$ following
\[ -\log p(y|x) = \varphi^{-1}d_\beta(y|x) + \text{const}. \] (26)
where $\varphi$ is the dispersion parameter that is related to the variance of the distribution. In particular, the Tweedie distributions encompass a large class of popular distributions, including the Gaussian $y \sim \mathcal{N}(x,\sigma^2)$, Poissonian $y \sim \mathcal{P}(x)$ and Gamma $y \sim \mathcal{G}(\eta,\eta/x)$ observation noises studied in Section III-A. As we can see from (11), the Gaussian distribution corresponds to the Euclidian distance with dispersion parameter $\varphi = \sigma^2$. For Poisson, the corresponding divergence in (17) is the Kullback-Leibler and the dispersion parameter is $1$. The Gamma distribution corresponds to the Itakura Saito divergence, as proved in [14], with $\varphi = \text{var}$, where $\text{var} = \frac{1}{\eta}$.

\[^{1}\text{For scaled Poisson variables, } \varphi = \frac{\text{var}[y]}{\text{var}[\log y]}.\]
To summarize, choosing the $\beta$-divergence as the loss function in (2) allows the approximation (1) to stand for a wide range of noise models. As a consequence, thanks to its genericity, the $\beta$-divergence seems to be relevant and flexible tool to conduct factor analysis when the PET noise is difficult to be characterized.

IV. BLOCK-COORDINATE DESCENT ALGORITHM

The non-convex minimization problem stated in (2) is solved through a block-coordinate descent (BCD) algorithm. For each factor analysis model discussed in Section II, the corresponding algorithm iteratively updates a latent variable $\theta_i$ while all the others are kept fixed, allowing for convergence towards a local solution. The definition of these blocks naturally arises according to the considered latent factor model. The method detailed hereafter resorts to multiplicative update rules, i.e., consists in multiplying the current variable values by nonnegative terms, thus preserving the nonnegativity constraint along the iterations. To avoid undesirable solutions, given the non-convexity of the problem, the algorithms require proper initialization.

The algorithm and corresponding updates used for $\beta$-NMF has been introduced in [20]. Therefore, the present paper derives only the algorithm associated with the SLMM model, that turns into LMM when fixing $B = 0$. The updates are derived following the strategy proposed
in [36], while some heuristic rules are inspired by [34]. The principles of these updates are briefly recalled in paragraph IV-A and particularly instantiated for the considered SLMM-based factor model in paragraphs IV-B–IV-D. The resulting algorithmic procedure is summarized in Algo. 3 where all multiplications (identified by the · symbol), divisions and exponentiations are entry-wise operations, $1_{K,L}$ denote a $K \times L$ matrix of ones and $\Gamma_{B} \triangleq \text{diag}[\|b_1\|_1, \ldots, \|b_1\|_N]^{-1}$.

Note that, although this algorithmic resolution differs from the one initially proposed in [22], the final results obtained by setting $\beta = 2$ are very similar for the same parameter values.

**Algorithm 1: $\beta$-NMF unmixing**

**Data:** $Y$

**Input:** $A^0, M^0$

1. $k \leftarrow 0$
2. $A \leftarrow A^0$
3. $M \leftarrow M^0$
4. $\tilde{X} \leftarrow MA$
5. **while stopping criterion not satisfied do**
6.   % Update factor TACs
7.     $M \leftarrow M \circ \left[ \frac{(Y \circ \tilde{X}^{-2})A^T}{\tilde{X}^{-1}A^T} \right]$
9.     $\tilde{X} \leftarrow MA$
8.   % Update factor proportions
10.    $A \leftarrow A \circ \left[ \frac{M^T(Y \circ \tilde{X}^{-2})}{M^T \tilde{X}^{-1}} \right]$
11. $k \leftarrow k + 1$
12. $\tilde{X} \leftarrow MA$

**Result:** $A, M$

The standard majorization-minimization (MM) updates of $M$ and $A$ in $\beta$-NMF and $\beta$-LMM as well as their corresponding algorithms can be respectively found in Algorithms 1 and 2.

**A. Majorization-minimization algorithm**

Majorization-minimization (MM) algorithms consist in finding a surrogate function that majorizes the original objective function and then computing its minimum. MM algorithms used
Algorithm 2: $\beta$-LMM unmixing

Data: $Y$
Input: $A^0, M^0$

1. $k \leftarrow 0$
2. $A \leftarrow A^0$
3. $M \leftarrow M^0$
4. $\tilde{X} \leftarrow MA$
5. while stopping criterion not satisfied do
6.   % Update factor TACs
7.     $M \leftarrow M \odot \left[ \frac{(Y \odot \tilde{X}^\beta - 2)A^T}{\tilde{X}^{\beta-1}A^T} \right]$
8.     $\tilde{X} \leftarrow MA$
9.   % Update factor proportions
10.    $A \leftarrow A \odot \left[ \frac{M^T(Y \odot \tilde{X}^\beta - 1_{K-1,L}) \tilde{X}^\beta}{M^T \tilde{X}^{\beta-1} + 1_{K-1,L}(Y \odot \tilde{X}^{\beta-1})} \right]$
11.    $k \leftarrow k + 1$
12. $\tilde{X} \leftarrow MA$

Result: $A, M$

To solve NMF problems are based on gradient-descent updates, whose step-size is specifically chosen to provide multiplicative updates [37]. The algorithm iteratively updates each variable $\theta_i$ given all the other variables $\theta_j \neq i$. Hence, the subproblems can be written

$$\min_{\hat{\theta}_i} J(\theta_i) = D(Y|X(\theta)) + R(\theta_i) \text{ s.t. } \theta_i \in C.$$ (27)

By denoting $\hat{\theta}_i$ the state of the latent variable $\theta_i$ at the current iteration, we first define an auxiliary function $G(\theta_i|\hat{\theta}_i)$ that majorizes $J(\theta_i)$, i.e., $G(\theta_i|\hat{\theta}_i) \geq J(\theta_i)$, and is tight at $\hat{\theta}_i$, i.e., $G(\hat{\theta}_i|\hat{\theta}_i) = J(\hat{\theta}_i)$. The optimization problem (27) is then replaced by the minimization of the auxiliary function. Setting the associated gradient to zero generally leads to multiplicative updates of the form [20]

$$\theta_i = \hat{\theta}_i \left[ \frac{N(\hat{\theta}_i)}{D(\hat{\theta}_i)} \right]^{\gamma(\beta)},$$ (28)

where the functions $N(\cdot)$ and $D(\cdot)$ are problem-dependent and $\gamma(\beta)$ is $\frac{1}{2-\beta}$ for $\beta < 1$, 1 for $\beta \in [1,2]$ and $\frac{1}{\beta-1}$ for $\beta > 2$. 

Algorithm 3: $\beta$-SLMM unmixing

Data: $Y$

Input: $A^0$, $M^0$, $B^0$, $\lambda$

1. $k \leftarrow 0$
2. $A \leftarrow A^0$
3. $M \leftarrow M^0$
4. $B \leftarrow B^0$
5. $\tilde{X} \leftarrow MA + [E_1A \circ VB]$
6. while stopping criterion not satisfied do
7.     % Update variability matrix
8.     $B \leftarrow B \circ \left[ \frac{1_{\lambda\sigma\cdot A_{1,0}(V^T(Y \circ \tilde{X}^{\beta-2}))}}{1_{\lambda\sigma\cdot A_{1,0}(V^T\tilde{X}^{\beta-1})+\lambda B^{2}}} \right]^{\frac{1}{1-\beta}}$
9.     $\tilde{X} \leftarrow MA + [E_1A \circ VB]$
10. % Update factor TACs
11. $M_{2:K} \leftarrow M_{2:K} \circ \left[ \frac{(Y \circ \tilde{X}^{\beta-2})A_{2,K}^T}{\tilde{X}^{\beta-1}A_{2,K}^T} \right]$
12. $\tilde{X} \leftarrow MA + [E_1A \circ VB]$
13. % Update SBF factor proportion
14. $A_1 \leftarrow A_1 \circ \left[ \frac{1_{\beta\cdot K}(M_11^T_K+VB)\circ(Y \circ \tilde{X}^{\beta-2})}{1_{\beta\cdot K}(M_11^T_K+VB)\circ\tilde{X}^{\beta-1}+Y \circ \tilde{X}^{\beta-1}} \right]$
15. % Update other factor proportions
16. $A_{2:K} \leftarrow A_{2:K} \circ \left[ \frac{M_{2,K}^T(Y \circ \tilde{X}^{\beta-2})+1_{K-1,L}X^\beta}{M_{2,K}^T\tilde{X}^{\beta-1}+1_{K-1,L}(Y \circ \tilde{X}^{\beta-1})} \right]$
17. $k \leftarrow k + 1$
18. $\tilde{X} \leftarrow MA + [E_1A \circ VB]$

Result: $A$, $M$, $B$

A heuristic alternative to this algorithm was provided in [34]. It consists in decomposing the gradient w.r.t. the variable $\tilde{\theta}_i$ as the difference between two nonnegative functions [20]:

$$\nabla_{\theta_i} J(\tilde{\theta}_i) = \nabla_{\theta_i}^+ J(\tilde{\theta}_i) - \nabla_{\theta_i}^- J(\tilde{\theta}_i)$$

(29)
and the multiplicative updates of [37], [34] can be heuristically written as in (28) with

\[ N(\tilde{\theta}_i) = \nabla_{\tilde{\theta}_i}^- \mathcal{J}(\tilde{\theta}_i), \]
\[ D(\tilde{\theta}_i) = \nabla_{\tilde{\theta}_i}^+ \mathcal{J}(\tilde{\theta}_i). \]  

Kompass [38] proved the monotonicity of the corresponding algorithm with the \( \beta \)-divergence for the interval \( \beta \in (1, 2) \). Note however, that monotonicity does not imply convergence while not being a strict requirement. Nonetheless, despite the lack of theoretical guarantees, in practice, the multiplicative algorithm based on these updates has shown to provide a decreasing cost function at each iteration, even when \( \beta \) does not belong to \( (1, 2) \), as already pointed out in [20].

B. Update of the factor TACs \( M \)

According to the optimization framework described above, given the current values \( A \) and \( B \) of the abundance matrix and the internal proportions updating, the factor matrix \( M \) can be formulated as the minimization sub-problem

\[ \min_{\mathbf{M}} \mathcal{J}(\mathbf{M}) = \mathcal{D}(\mathbf{Y}|\mathbf{MA} + \Delta) \text{ s.t. } \mathbf{M} \succeq 0_{L,K}. \]  

As in [36], the objective function \( \mathcal{J}(\mathbf{M}) \) can be majorized for \( \beta \in [1, 2] \) using Jensen’s inequality:

\[ \mathcal{J}(\mathbf{M}) = \sum_{ln} d(y_{ln}) \sum_{k} m_{lk} a_{kn} + \delta_{ln} \]

\[ = \sum_{ln} d(y_{ln}) \sum_{k} \tilde{t}_{lnk} m_{lk} a_{kn} + \tilde{t}_{l(K+1)n} \delta_{ln} \]

\[ \leq \sum_{ln} \left[ \sum_{k} \tilde{t}_{lnk} d(y_{ln} | \frac{m_{lk} a_{kn}}{\tilde{t}_{lnk}}) + \tilde{t}_{l(K+1)n} d(y_{ln} | \frac{\delta_{ln}}{\tilde{t}_{l(K+1)n}}) \right] \text{ [Jensen’s inequality]} \]

with

\[ \tilde{t}_{lnk} = \frac{\tilde{m}_{lk} a_{kn}}{\tilde{x}_{ln}} \]
\[ \tilde{t}_{l(K+1)n} = \frac{\delta_{ln}}{\tilde{x}_{ln}}. \]

Hence

\[ \mathcal{J}(\mathbf{M}) \leq \sum_{ln} \left[ \sum_{k} \frac{\tilde{m}_{lk} a_{kn}}{\tilde{x}_{ln}} d(y_{ln} | \frac{\tilde{x}_{ln} m_{lk}}{\tilde{m}_{lk}}) + \frac{\delta_{ln}}{\tilde{x}_{ln}} d(y_{ln} | \tilde{x}_{ln}) \right] \]

\[ = G(\mathbf{M}|\tilde{\mathbf{M}}), \]

where \( \tilde{x}_{ln} = \sum_{k} \tilde{m}_{lk} a_{kn} + \delta_{ln} \) is the current state of the model-based reconstructed data. The auxiliary function \( G(\mathbf{M}|\tilde{\mathbf{M}}) \) majorizes the divergence of the sum by the sum of the divergences,
allowing the optimization of $M$ to be conducted element-by-element. The gradient w.r.t. the variable $m_{lk}$ writes

$$\nabla_{m_{lk}} G(M|\tilde{M}) = \sum_n a_{kn} x_{ln}^{\beta-1} \left( \frac{m_{lk}}{\tilde{m}_{lk}} \right)^{\beta-1} - \sum_n a_{kn} y_{ln} x_{ln}^{\beta-2} \left( \frac{m_{lk}}{\tilde{m}_{lk}} \right)^{\beta-2}. \quad (36)$$

Thus, minimizing $G(M|\tilde{M})$ w.r.t. $M$ leads to the following element-wise update

$$m_{lk} = \tilde{m}_{lk} \left[ \frac{\sum_n a_{kn} y_{ln} x_{ln}^{\beta-2}}{\sum_n a_{kn} x_{ln}^{\beta-1}} \right]^{\gamma(\beta)}. \quad (37)$$

The update is the same for all three algorithms $\beta$-NMF, $\beta$-LMM and $\beta$-SLMM.

C. Update of the factor proportions $A$

Given the current values $M$ and $B$ of the factor matrix and internal propositions, the update rule for $A$ is obtained by solving

$$\min_A J(A) = D(Y | MA + E_1 A \odot W) \quad \text{s.t.} \quad A \succeq 0_{K,N}, \quad A^T 1_K = 1_N, \quad (38)$$

with $W = VB$. The sum-to-one constraint (5) could be handled within gradient descent methods by introducing Lagrange multipliers that would further lead to projection onto the corresponding simplex [39]. However, incorporating this constraint into a MM formulation is not straightforward. On the other hand, normalizing the factor proportions at each iteration seems sufficient to produce a similar effect. To this end, this work proposes to resort to a change of variable that demonstrated its interest in previous works [21], [36]. More precisely, the factor proportions matrix $A$ can be expressed thanks to an auxiliary matrix $U$, such that

$$a_{kn} = \frac{u_{kn}}{\sum_j u_{jn}}, \quad (39)$$

which explicitly ensures the sum-to-one constraint (5). The new optimization problem is then

$$\min_U J(U) \quad \text{s.t.} \quad U \succeq 0_{K,N}, \quad (40)$$

with

$$J(U) = D(Y | M\left[ \frac{u_1}{\|u_1\|_1}, \cdots, \frac{u_N}{\|u_N\|_1} \right] + E_1 \left[ \frac{u_1}{\|u_1\|_1}, \cdots, \frac{u_{1N}}{\|u_N\|_1} \right] \odot W) \right) \right) \right) \right)$$

$$= \sum_{ln} d(y_{ln}) \left[ \frac{u_{1ln}}{\|u_n\|_1} \right] w_{ln} + \sum_k m_{lk} \left[ \frac{u_{kn}}{\|u_n\|_1} \right]. \quad (41)$$

However, contrary to the strategy followed in paragraph [IV-B] majorizing $J(U)$ does not lead to an auxiliary function easy to minimize. Conversely, as motivated in paragraph [IV-A] one
proposes to resort to the heuristic MM by using the multiplicative updates (28) combined with (30) and (31). The gradient of $J(U)$ can be expressed as
\[
\nabla_{u_{kn}} J(U) = \nabla_{u_{kn}}^+ J(U) - \nabla_{u_{kn}}^- J(U)
\]
(42)

The heuristic algorithm simply writes
\[
u_{kn} = \tilde{u}_{kn} \left( \frac{\nabla_{u_{kn}}^- J(U)}{\nabla_{u_{kn}}^+ J(U)} \right)
\]
(43)

The updates are also different for $k = 1$ and $k \neq 1$. For $k \neq 1$, the gradient writes
\[
\nabla_{u_{kn}} J(U) = \sum_{l} \left( \frac{m_{lk}}{\|u_{n}\|_1} - \frac{\tilde{x}_{ln}}{\|u_{n}\|_1} \right) \left( \tilde{x}_{ln}^{\beta-1} - \tilde{x}_{ln}^{\beta-2} y_{ln} \right) - \frac{1}{\|u_{n}\|_1} \sum_{l} \left( \tilde{x}_{ln}^{\beta-1} + m_{lk} y_{ln} \tilde{x}_{ln}^{\beta-2} \right)
\]
(44)

with $\tilde{x}_{ln} = \sum_{k} m_{lk} \tilde{a}_{kn} + \tilde{a}_{1n} w_{ln}$ being the pixel value reconstructed with the previous factor proportion value $\tilde{a}_{kn}$, leading the following update
\[
u_{kn} = \tilde{u}_{kn} \left[ \frac{\sum_{l} (\tilde{x}_{ln}^{\beta} + m_{lk} y_{ln} \tilde{x}_{ln}^{\beta-2})}{\sum_{l} (m_{lk} \tilde{x}_{ln}^{\beta-1} + y_{ln} \tilde{x}_{ln}^{\beta-1})} \right]^{\gamma(\beta)}.
\]
(45)

This is the same update as for all the factor proportions in the $\beta$-LMM algorithm.

Meanwhile, the gradient for $k = 1$ writes
\[
\nabla_{u_{1n}} J(U) = \sum_{l} \left( \frac{m_{l1} + w_{ln}}{\|u_{n}\|_1} - \frac{\tilde{x}_{ln}}{\|u_{n}\|_1} \right) \left( \tilde{x}_{ln}^{\beta-1} - \tilde{x}_{ln}^{\beta-2} y_{ln} \right)
\]
(46)

and the respective update rule when $\beta < 1$ is then
\[
u_{1n} = \tilde{u}_{1n} \left[ \frac{\sum_{l} (\tilde{x}_{ln}^{\beta} + (m_{l1} + w_{ln}) \tilde{x}_{ln}^{\beta-2} y_{ln})}{\sum_{l} ((m_{l1} + w_{ln}) \tilde{x}_{ln}^{\beta-1} + y_{ln} \tilde{x}_{ln}^{\beta-1})} \right]^{\gamma(\beta)}.
\]
(47)

To summarize, we can write
\[
u_{kn} = \tilde{u}_{kn} v_{kn}^{\gamma(\beta)}
\]
with
\[
\begin{align*}
v_{kn} &= \begin{cases}
\sum_{l} (\tilde{x}_{ln}^{\beta} + (m_{l1} + w_{ln}) \tilde{x}_{ln}^{\beta-2} y_{ln}), & \text{if } k = 1; \\
\sum_{l} (m_{lk} \tilde{x}_{ln}^{\beta-1} + y_{ln} \tilde{x}_{ln}^{\beta-1}), & \text{otherwise}.
\end{cases}
\end{align*}
\]
Finally, the update for $\beta$-NMF writes

$$v_{kn} = \sum l m_{lk} y_{ln} \tilde{x}_{ln}^{\beta - 2}, \forall k.$$  

D. Update of the internal variability $B$

Given the current states $M$ and $A$ of the factor matrix and factor proportions, respectively, updating $B$ consists in solving

$$\min_B J(B) = \mathcal{D}(Y|MA + [E_1 A \circ VB]) + \lambda \varphi \|B\|_{2,1} \quad \text{s.t.} \quad B \succeq 0_{N_v,N}, \quad (48)$$

Denoting by $\tilde{B}$ the current state of $B$, the model-based reconstructed data using the current estimates is defined by $\tilde{x}_{ln} = s_{ln} + a_{1n} \sum_i v_{li} \tilde{b}_{in}$ with $s_{ln} = \sum_k m_{lk} a_{kn}$.

Assuming $\beta \in [1,2]$, and defining

$$\tilde{t}_{lin} = \begin{cases} \frac{s_{ln}}{x_{ln}} & \text{if } i = N_v + 1 \\ \frac{a_{1n} v_{li} \tilde{b}_{in}}{x_{ln}} & \text{otherwise} \end{cases} \quad (49)$$

so that $\sum_{i=1}^{N_v+1} t_{lkp} = 1$, we use Jensen’s inequality as follows.

$$\mathcal{D}(Y|S + [E_1 A \circ VB])$$

$$= \sum_{ln} d\left(y_{ln} \left| \sum_k m_{lk} a_{kn} + \sum_i a_{1n} v_{li} \tilde{b}_{in} \right| s_{ln} \right)$$

$$= \sum_{ln} d\left(y_{ln} \left| \tilde{t}_{l(N_v+1)n} s_{ln} + \sum_i \tilde{t}_{lin} a_{1n} v_{li} \tilde{b}_{in} \right| \tilde{t}_{lin} \right)$$

$$\leq \sum_{ln} \left[ \frac{s_{ln}}{x_{ln}} d(y_{ln} | \tilde{x}_{ln}) + \sum_i \frac{a_{1n} v_{li} \tilde{b}_{in}}{x_{ln}} d(y_{ln} | \tilde{x}_{ln} \tilde{b}_{in}) \right]$$

$$= F(B|\tilde{B}).$$

The data fitting term is then majorized as

$$\mathcal{D}(Y|S + [E_1 A \circ VB]) \leq \sum_{ln} \left[ \frac{s_{ln}}{x_{ln}} d(y_{ln} | \tilde{x}_{ln}) + \sum_i \frac{a_{1n} v_{li} \tilde{b}_{in}}{x_{ln}} d(y_{ln} | \tilde{x}_{ln} \tilde{b}_{in}) \right].$$

The auxiliary function associated with $J(B)$ can be decomposed as $G(B|\tilde{B}) = F(B|\tilde{B}) + \lambda \varphi \|B\|_{2,1}$. However, minimizing this auxiliary function w.r.t. $B$ is not straightforward. Hence,
as in [36], the regularization $\|B\|_{2,1}$ is majorized, benefiting from the concavity of the square-root function as showed in [40].

\[
\left( \frac{b_{in}}{\tilde{b}_{in}} \right) - 1 \leq \frac{1}{2} \left[ \left( \frac{b_{in}}{\tilde{b}_{in}} \right)^2 - 1 \right].
\] (51)

leading to

\[
\|B\|_{2,1} \leq \frac{1}{2} \sum_n \left( \frac{\|b_n\|_2}{\|\tilde{b}_n\|_2} + \|\tilde{b}_n\|_2 \right).
\] (52)

The gradient of $H(B|\tilde{B})$ is

\[
\nabla_{b_{in}} H(B|\tilde{B}) = \frac{b_{in}}{\|\tilde{b}_n\|_2}.
\] (53)

If the extra majorization in (52) is only applied to $H(B|\tilde{B})$, minimizing $G(B|\tilde{B})$ w.r.t. $B$ becomes a very difficult task. Thus, to match the quadratic upper bound of the penalty function, we further majorize the linear term $b_{in}$, as in [40]. For $\beta \leq 2$, we have

\[
\frac{1}{\beta} \left[ \left( \frac{b_{in}}{\tilde{b}_{in}} \right)^\beta - 1 \right] \leq \frac{1}{2} \left[ \left( \frac{b_{in}}{\tilde{b}_{in}} \right)^2 - 1 \right].
\] (54)

By replacing only the first term of the following divergence

\[
d(y_{ln}\frac{\tilde{x}_{ln}b_{in}}{b_{in}}) = \frac{1}{\beta} \left( \frac{\tilde{x}_{ln} b_{in}}{b_{in}} \right)^\beta - \frac{y_{ln}}{\beta - 1} \left( \frac{\tilde{x}_{ln} b_{in}}{b_{in}} \right)^{\beta - 1} + \frac{y_{ln}^\beta}{\beta(\beta - 1)}
\] (55)

with (54), we will have

\[
\hat{d}(y_{ln}\frac{\tilde{x}_{ln}b_{in}}{b_{in}}) = \tilde{x}_{ln}^{\beta} \left[ \frac{1}{2} \left( \frac{b_{in}}{\tilde{b}_{in}} \right)^2 + \text{cte} \right] - \frac{y_{ln}}{\beta - 1} \left( \frac{\tilde{x}_{ln} b_{in}}{b_{in}} \right)^{\beta - 1} + \frac{y_{ln}^\beta}{\beta(\beta - 1)}.
\] (56)

This leads to the following gradient for $\hat{F}(B|\tilde{B})$

\[
\nabla_{b_{in}} \hat{F}(B|\tilde{B}) = a_{1n} \sum_i v_{li} \left( \frac{b_{in}}{\tilde{b}_{in}} - \frac{y_{ln} \tilde{b}_{in}}{\tilde{x}_{ln} b_{in}} \right). \] (57)

By minimizing $G(B|\tilde{B})$, the following update is obtained:

\[
b_{in} = \tilde{b}_{in} \left( \frac{a_{1n} \sum_i v_{li} y_{ln} \tilde{x}_{ln}^{\beta - 2}}{a_{1n} \sum_i v_{li} \tilde{x}_{ln}^{\beta - 1} + \lambda \varphi \|b_n\|_2} \right)^{1-\beta}. \] (58)

All the above results are also valid for the interval $\beta \in [0, 1)$, as shown in [20], using the heuristic approach previously presented. Practical simulations showed that when $\beta \in [1, 2]$, ignoring the exponent $\frac{1}{3-\beta}$ increases the speed of convergence [20].
V. EXPERIMENTS WITH SYNTHETIC DATA

A. Synthetic data generation

Simulations have been conducted on synthetic images with realistic count-rate properties [41]. These images have been generated from the Zubal high resolution numerical phantom [42] with values derived from real PET images acquired with the Siemens HRRT using the $^{11}\text{C}$-PE2I radioligand. The original phantom data is of size $256 \times 256 \times 128$ with a voxel size of $1.1 \times 1.1 \times 1.4$ mm$^3$, and was acquired over $L = 20$ frames of durations that range from 1 to 5 minutes for a 60 minutes total acquisition.

1) Phantom I generation: A clinical PET image with $^{11}\text{C}$-PE2I of a healthy control subject has been segmented into regions-of-interest using a corresponding magnetic resonance image. Then averaged TACs of each region have been extracted and set as the TAC of voxels in the corresponding phantom region. It is worth noting that this supervised segmentation neglects any labeled molecule concentration differences due to possible variability in the specific binding region. Thus, it describes each entire segmented region by a single averaged TAC. This phantom, referred to as Phantom I, has been used to evaluate the reconstruction error for different values of $\beta$.

2) Phantom II generation: To evaluate the impact of $\beta$ on the factor analysis, a second synthetic phantom, referred to as Phantom II, has been also created as follows. Phantom I has been unmixed with the N-FINDR [43] to extract $K = 4$ factors [44] that correspond to tissues of the brain: specific gray matter, blood or veins, white matter and non-specific gray matter. The corresponding ground truth factor proportions have been subsequently set as those estimated by SUnSAL [45]. Then, the SBF as well as the variability dictionary have been generated from a compartment model [46], while the internal variability have been generated by dividing the region concerned by specific binding into 4 subregions with different mean variations. Phantom II is finally obtained by mixing these ground truth components according to SLMM in (6).

3) Dynamic PET image simulation: The generation process that takes realistic count rates properties into consideration is detailed in [41]. To summarize, activity concentration images are first computed from the input phantom and TACs, applying the decay of the positron emitter with respect to the provided time frames. To mimic the partial volume effect, a stationary 4mm FWHM isotropic 3D Gaussian point spread function (PSF) is applied, followed by a down-sampling to a $128 \times 128 \times 64$ image matrix of $2.2 \times 2.2 \times 2.8$ mm$^3$ voxels. Data is then projected with respect
to real crystal positions of the Siemens Biograph TruePoint TrueV scanner, taking attenuation into account. A scatter distribution is computed from a radial convolution of this signal. A random distribution is computed from a fan-sum of the true-plus-scatter signal. Realistic scatter and random fractions are then used to scale all distributions and compute the prompt sinograms. Finally, Poisson noise is applied based on a realistic total number of counts for the complete acquisition. Data were reconstructed using the standard ordered-subset expectation maximization (OSEM) algorithm (16 subsets) including a 4mm FWHM 3D Gaussian PSF modeling as in the simulation. Two images, referred to as $6it$ and $50it$, are considered for the analysis: the 6th iteration without post-smoothing, and the 50th iteration post-smoothed with the PSF $[47]$. A set of 64 independent samples of each phantom were generated to assess consistent statistical performance.

B. Compared methods

1) Phantom I: The main objective when using Phantom I is to evaluate the influence of $\beta$ on the factor modeling (i.e., by evaluating the reconstruction error) for images reconstructed with 6 and 50 iterations. It also provides a relevant comparison of the $\beta$-LMM and the regular $\beta$-NMF algorithms. Within this experimental setup, $\beta$ ranges from 0 to 2.4 with a step size of 0.2. Factor TACs are initialized by vertex component analysis (VCA) $[48]$, while the factor proportions are initialized either thanks to SUunSAL either randomly, depending on the considered setting (see paragraph V-D). The stopping criterion, defined as $\varepsilon$, is given in Table I.

2) Phantom II: For the sake of comparison, Phantom II will be analyzed with both the $\beta$-SLMM algorithm and its simpler version, $\beta$-LMM, which does not take variability into account. The corresponding algorithms are applied for $\beta \in \{0, 1, 2\}$. Since Phantom II exhibits a high variability in the tissue corresponding to the SBF, the pure-pixel assumption considered in VCA may not be enough to capture the complexity of the mixture. For this reason, factor TACs have been initialized with K-means, which is more robust to outliers. Factor proportions have been initialized either with SUunSAL either randomly, depending on the considered setting (see paragraph V-E). The variability matrix $B$ is randomly initialized on both settings. The values for $\varepsilon$ in Table I are also valid in this setting.
C. Performance measures

1) Phantom I: In the first round of experiments, the reconstruction error is computed in terms of peak signal-to-noise ratio (PSNR)

$$\text{PSNR}(\hat{X}) = 10 \log_{10} \frac{\max(X^*)^2}{\|X - X^*\|_F^2}$$

(59)

where $\max(X^*)$ is the maximum value of the ground-truth latent image $X^*$ and $\hat{X} \triangleq X(\hat{\theta})$ is the image recovered according to the considered factor model (1) with the estimated latent variables $\hat{\theta}$.

2) Phantom II: In addition to the PSNR, performances on Phantom II have been evaluated w.r.t. each latent variable by computing the normalized mean square error (NMSE):

$$\text{NMSE}(\hat{\theta}_i) = \frac{\|\hat{\theta}_i - \theta_i^*\|_F^2}{\|\theta_i^*\|_F^2},$$

(60)

where $\theta_i^*$ and $\hat{\theta}_i$ are the actual and estimated latent variables, respectively. In particular, the NMSE has been computed for the following variables: the high-uptake factor proportions $A_1$, the remaining factor proportions $A_{2:K}$, the SBF TAC $\tilde{M}_1$, the non-specific factor TACs $M_{2:K}$ and finally, when considering $\beta$-SLMM, the internal variability $B$.

D. Results on Phantom I

In the first round of simulations, $\beta$-NMF and $\beta$-LMM algorithms are evaluated in terms of the reconstruction error (59) for several values of $\beta$. Two cases are considered. The first one considers that the factor TACs previously estimated by VCA are fixed. Thus, the algorithm described in Section IV updates only the factor proportions, within a convex optimization setting. In this case, the factor proportions have been randomly initialized. Within the second and non-convex setting, the algorithm estimates both factor TACs and proportions where the factor proportions have been initialized using SUnSAL.

1) $\beta$-NMF results: Fig. [5] shows the PSNR mean and corresponding standard deviation obtained on the 6it and 50it images when analyzed with $\beta$-NMF. The first line corresponds to the the convex estimation setting (i.e., fixed factor TACs) while the non-convex framework (i.e., estimated factor TACs) is reported in the second line. The 6it images show higher PSNRs for the values of $\beta \in [0, 0.6]$ in both convex and non-convex settings. This result indicates a residual noise that is rather between Gamma and Poisson distributed, which is consistent with previous studies from the literature [17], [18]. The best performance $\text{PSNR} = 25\text{dB}$ with fixed
Fig. 5: PSNR mean and standard deviation obtained on the 6it (left) and 50it (right) images after factorization with $\beta$-NMF with fixed (top) and estimated (bottom) factor TACs over 64 samples.

$M$ is reached for $\beta = 0$, which significantly outperforms the result obtained with the Euclidean divergence $\beta = 2$ commonly adopted in the literature. Within a non-convex optimization setting, when estimating both factor TACs and proportions, the maximum PSNR = 22.2dB is obtained for $\beta = 0.6$, followed by $\beta = 0.4$. In this case, the difference between the greater and smaller PSNRs is of almost 3.5 dB. As non-convex optimization problems are highly sensitive to the initialization, the convex frameworks shows a better mean performance for all values of $\beta$, as well as less variance among the different realizations.

The reconstruction of the 50it images is clearly less sensitive to the choice of the divergence. Yet, values $\beta = 1$ and $\beta = 0.5$ in the convex and non-convex settings, respectively, increase the reconstruction PSNR by about 1dB. This is consistent with prior knowledge about the noise
statistics: whereas the nature of noise in the 50it image is still Poissonian, its power is very low due to a higher level of filtering.

Fig. 6: PSNR mean and standard deviation obtained on the 6it (left) and 50it (right) images after factorization with $\beta$-LMM with fixed (top) and estimated (bottom) factor TACs over 64 samples.

2) $\beta$-LMM results: Fig. 6 shows the PSNR mean and standard deviation after factorization with $\beta$-LMM with fixed (top) and estimated (bottom) factor TACs. The results look similar as with the $\beta$-NMF: the factorization of the 6it image is optimal for a value of $\beta$ around 0.5, which is in agreement with the expected Poisson-Gamma nature of the noise before post-filtering. Factor modeling with $\beta = 0.5$ is about 5dB better than the one obtained from the usual Euclidean divergence relying on Gaussian noise ($\beta = 2$). Again, the $\beta$ parameter has less impact for the 50it image which has been strongly filtered, but the optimal $\beta$ is still around 1. The results are
also similar in the non-convex setting, but with expected lower performance. Due to its higher dependence on the initialization, in the non-convex case, $\beta$-LMM exhibits a behavior different from the convex case, especially for 6it. The result for the convex case is less biased by the factor proportions initialization as these variables are initialized as random. Moreover, in the non-convex case, the PSNR presents a smaller variation. This may also be due to the fact that the initialization is very close to a local minimum.

For the 50it image, once again it is possible to see a more Poisson-like distributed noise with a higher PSNR around 30dB with $\beta = 1$. In this setting, the difference between the highest PSNR and the lowest one for $\beta = 0$ is of more than 3dB. The highest PSNR for the non-convex case is reached with $\beta = 1$ and is of 32dB. The highest PSNR is 9dB greater than the lowest one obtained with $\beta = 0$ when estimating both TAC factors and proportions. However, the difference between the PSNR reached with $\beta = 1$ and $\beta = 2$ is of less than 0.5dB. All remarks previously made for $\beta$-NMF in this case are confirmed with the results of $\beta$-LMM.

E. Results on Phantom II

This paragraph discusses the results of $\beta$-SLMM obtained on Phantom II. This experiment considers both the reconstruction error (in terms of PSNR) and the estimation error for each latent variable (in terms of NMSE). The factorization with $\beta$-SLMM requires the tuning of parameter $\lambda$, which controls the sparsity of the internal variability. In this work, the value of this parameter has been empirically tuned to obtain the best possible PSNR result for the different values of $\beta$ and for the two 6it and 50it images. A priori knowledge on the binding region could also be used to adjust $\lambda$, monitoring the accuracy of the method with respect to quantitative analysis. The optimal value can thus depend on the objective of the subsequent analysis. Two settings have been considered. In the first one, the factor TACs are fixed to their ground-truth value. Thus, the algorithm described in Section IV updates only the factor proportions and the internal proportions $B$. In this case, the factor proportions have been randomly initialized. In the second setting, the algorithm estimates the factor TACs and proportions, as well as the internal variability. In this setting, the factor proportions have been initialized using SUnSAL.

Table I reports the values of $\lambda$ for each value of $\beta$ and each image. The parameters were the same for fixed and estimated $M$.

Table II presents the mean NMSE for $a_1$, $A_{2,K}$ and $a_1 \cdot B$ as well as the PSNR for the 6it and 50it images in the framework where $M$ is fixed. The estimation performance of $a_1 \cdot B$ rather
TABLE I: Stopping criterion and variability penalization parameters

<table>
<thead>
<tr>
<th></th>
<th>λ</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β=0</td>
<td>β=1</td>
</tr>
<tr>
<td>6it</td>
<td>1, 3.10^{-4}</td>
<td>1, 3.10^{-3}</td>
</tr>
<tr>
<td></td>
<td>10^{-5}</td>
<td>10^{-4}</td>
</tr>
<tr>
<td>50it</td>
<td>6, 8.10^{-5}</td>
<td>6, 8.10^{-4}</td>
</tr>
<tr>
<td></td>
<td>10^{-5}</td>
<td>10^{-4}</td>
</tr>
</tbody>
</table>

TABLE II: Mean NMSE of $a_1$, $A_{2;K}$ and $a_1 \cdot B$ and PSNR of reassembled image estimated by $\beta$-LMM and $\beta$-SLMM with fixed $M$ over the 64 samples, for different values of $\beta$.

<table>
<thead>
<tr>
<th></th>
<th>$\beta$-LMM</th>
<th>$\beta$-SLMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6it</td>
<td>a_1</td>
<td>0.500</td>
</tr>
<tr>
<td></td>
<td>A_{2;K}</td>
<td>0.304</td>
</tr>
<tr>
<td></td>
<td>a_1 \cdot B</td>
<td>-</td>
</tr>
<tr>
<td>50it</td>
<td>a_1</td>
<td>0.447</td>
</tr>
<tr>
<td></td>
<td>A_{2;K}</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>a_1 \cdot B</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>31.992</td>
</tr>
</tbody>
</table>

than $B$ is evaluated because the partial volume effect (due to the PSF) can be propagated either in variable $a_1$ or in $B$. Both 6it and 50it images present similar results, with the smallest NMSE of $a_1$ and $A_{2;K}$ obtained for $\beta = 1$ and the best estimation performance of $a_1 \cdot B$ obtained for $\beta = 0$. However, the PSNR values show that, while 6it reaches its best performance for $\beta = 0$ closely followed by $\beta = 1$, 50it achieves its highest PSNR for $\beta = 1$, followed by $\beta = 2$. This result confirms the previous results on phantom I, which exhibited a Poisson-Gamma noise distribution for the 6it image and a Poisson-Gaussian noise distribution for the 50it images.

Table III shows the mean NMSE for $a_1$, $A_{2;K}$, $\tilde{M}^1$, $M^{2;K}$ and $a_1 \cdot B$ in the setting where $M$ is now estimated with the other latent variables. Unlike the previous experiments, the results here are less clear since, depending on the variable, different values of $\beta$ lead to the best results. This could be explained by the strong non-convexity of the problem, and possibly identifiability issues since 3 sets of latent variables need to be estimated. The results in Table III show that $\beta$-LMM with $\beta = 2$ performs the best for the estimation of $A_{2;K}$ and $M^{2;K}$ in the 6it image, and for the estimation of $A_{2;K}$ in the 50it image. All variables related to specific binding, i.e.,
TABLE III: Mean NMSE of $a_1$, $A_2:K$, $\tilde{M}^1$, $M^{2:K}$ and $a_1 \cdot B$ and PSNR of reassembled image estimated by $\beta$-LMM and $\beta$-SLMM with $M$ estimated over the 64 samples, for different values of $\beta$.

<p>| | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$-LMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\beta$-SLMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.382</td>
<td>0.336</td>
<td>$\mathbf{0.327}$</td>
<td>0.323</td>
<td>$\mathbf{0.311}$</td>
</tr>
<tr>
<td>$A_2:K$</td>
<td>0.629</td>
<td>0.616</td>
<td>$\mathbf{0.608}$</td>
<td>0.634</td>
<td>0.629</td>
</tr>
<tr>
<td>$\tilde{M}^1$</td>
<td>$\mathbf{0.300}$</td>
<td>0.343</td>
<td>0.375</td>
<td>0.007</td>
<td>$\mathbf{0.006}$</td>
</tr>
<tr>
<td>$M^{2:K}$</td>
<td>0.356</td>
<td>0.346</td>
<td>$\mathbf{0.306}$</td>
<td>0.398</td>
<td>0.390</td>
</tr>
<tr>
<td>$a_1 \cdot B$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.475</td>
<td>$\mathbf{0.450}$</td>
</tr>
<tr>
<td>PSNR</td>
<td>27.046</td>
<td>29.445</td>
<td>$\mathbf{30.231}$</td>
<td>31.301</td>
<td>30.279</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.482</td>
<td>0.491</td>
<td>$\mathbf{0.472}$</td>
<td>0.441</td>
<td>$\mathbf{0.423}$</td>
</tr>
<tr>
<td>$A_2:K$</td>
<td>1.018</td>
<td>0.842</td>
<td>$\mathbf{0.799}$</td>
<td>1.055</td>
<td>0.886</td>
</tr>
<tr>
<td>$\tilde{M}^1$</td>
<td>0.430</td>
<td>$\mathbf{0.294}$</td>
<td>0.332</td>
<td>0.006</td>
<td>0.004</td>
</tr>
<tr>
<td>$M^{2:K}$</td>
<td>$\mathbf{0.716}$</td>
<td>0.896</td>
<td>0.832</td>
<td>$\mathbf{0.707}$</td>
<td>0.811</td>
</tr>
<tr>
<td>$a_1 \cdot B$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.382</td>
<td>0.307</td>
</tr>
<tr>
<td>PSNR</td>
<td>$\mathbf{31.302}$</td>
<td>27.335</td>
<td>28.891</td>
<td>31.599</td>
<td>$\mathbf{31.775}$</td>
</tr>
</tbody>
</table>

$a_1$, $\tilde{M}^1$ and $a_1 \cdot B$, are best estimated by $\beta$-SLMM with $\beta = 1$. For 50it, due to the high level of filtering along with the non-convexity of this setting, analyzing the results is more difficult. It is, however, possible to state that a rather Poisson-Gaussian distributed noise yields the overall best mean NMSE of each variable.

Regarding the PSNRs, once again, the best PSNR on the 6it image is reached for $\beta = 0$, closely followed by $\beta = 1$. Conversely, on the 50it image, the best performance is reached for $\beta = 1$, then followed by $\beta = 0$. As also stated in the non-convex case of Phantom I, the initialization plays a relevant role when several sets of variables are to be estimated. This explains the differences found for the results with $M$ fixed and estimated. Indeed, the high non-convexity of the problem with estimated $M$ may sometimes alter the expected response.

Finally note that, in practice, each of the three different models evaluated above can be of interest. The most adapted model depends on the data and the application. NMF and LMM are simpler, thus less sensitive to initialization and optimization issues. On the other hand, SLMM is based on a finer modelling, and is expected to better explain the data when the specific binding factor presents some variability.
VI. EXPERIMENTS WITH REAL DATA

A. Real data acquisition

A real dynamic PET image of a stroke subject injected with [18F]DPA-714 was used to evaluate the behavior of $\beta$-SLMM in a real setting. The [18F]DPA-714 is a ligand of the 18-kDa translocator protein (TSPO) and has shown its relevance as a biomarker of neuroinflammation [49]. The image of interest was acquired seven days after the stroke with an Ingenuity TF64 Tomograph from Philips Medical Systems. The image was reconstructed using the Blob-OS-TF algorithm [50] with 3 iterations, 33 subsets and an additional postfiltering step. It consists of $L = 31$ frames with durations that ranged from 10 seconds to 5 minutes over a total of 59 minutes. Each frame is composed of $128 \times 128 \times 90$ voxels of size $2 \times 2 \times 2$ mm$^3$. Each voxel TAC was assumed to be a mixture of $K = 4$ types of elementary TACs: specific binding associated with neuroinflammation, blood, non-specific gray matter and white matter. A supervised segmentation from a registered MRI image provided a ground-truth of the stroke region, containing specific binding. The variability descriptors $V$ were learned by PCA from this ground-truth. The cerebrospinal fluid was segmented and masked as a 5th class of a K-means clustering that also provided the initialization of the factors. Factor proportions were initialized with the clustering labels found by K-means. For $\beta$-SLMM, the nominal SBF was fixed as the empirical average of TACs from the stroke region with area-under-the-curve (AUC) between the 5th and 10th percentile. Note that the reconstruction settings typically used on the Ingenuity TF64 tomograph for this kind of imaging protocol produce PET images that are characterized by a relatively high level of smoothness, inducing spatial noise correlation.

B. Results

Figure [7] shows, from top to bottom, the factor proportions for gray matter, white matter and blood estimated by $\beta$-SLMM for $\beta \in \{0, 1, 2\}$ where the stopping criterion $\varepsilon$ was defined as $5 \times 10^{-4}$ and the hyperparameter $\lambda$ was set to 1. In particular, $\lambda$ was adjusted by searching for a reasonable trade-off between localization/sparsity and intensity of the variability in relevant brain areas, in particular in the central region that corresponds to the thalamus, which is also expected to be affected by the variability. Another possible strategy for choosing $\lambda$ in a clinical context would be to incorporate arterial sampling for the acquisitions of the first few patients of a given protocol. Visual analysis suggests that all the algorithms provide a good estimation
of both gray and white matters. The results for $\beta = 1$ and $\beta = 2$ are very similar and it is difficult to state which one achieves the best performance. This is in agreement with the synthetic results previously presented, that showed very similar estimation errors in case of more post-reconstruction filtering. The result for $\beta = 0$ is quite different from the others with more contrasted factor proportions. The sagittal view of the blood in the 3rd row has been taken from the center of the brain. The proposed approach correctly identifies the superior sagittal sinus vein of the brain for all tested $\beta$ values. However, some clear differences can be observed and the blood is also more easily identified for $\beta = 0$ than for the other values of $\beta$. Fig. 9 confirms these findings, showing TACs that are very similar for $\beta \in \{1, 2\}$ while the TACs for $\beta = 0$ are always a bit apart from the others. The expected initial pick characterizing the blood TAC is more easily identified with $\beta = 1$ and $\beta = 2$. On the other hand, for $\beta = 0$ the TAC associated with the non-specific gray matter has a lower AUC than the two others, further differentiating from the specific binding TAC.

Fig. 8 shows a manually segmented ground-truth of the stroke zone along with the corresponding factor proportions and variability matrices estimated with SLMM. The results obtained with $\beta = 0$ show a more correct identification of the stroke zone. Results with $\beta = 1, 2$ are very similar, they better detect the thalamus, known for having higher binding of neuroinflammation. But they also contain the non-specific gray matter in the factor proportion related to specific binding. All values of $\beta$ show variability matrices that are correctly located. Moreover, they present an expected magnitude around 30, as roughly estimated from the segmented stroke region. Besides, some differences may be highlighted in the variability matrix estimation. Indeed, $\beta = 0$ shows a slightly weaker magnitude of the variability. However, it identifies some variability in a region not located by the others, as shown in the last row. As no variability is expected in this region, adjusting the sparsity parameter $\lambda$ so as to do it disappear would also decrease the intensities of the variability matrix in the other regions and so the weaker result for $\beta = 0$ is not due to a wrong parameter tuning. The results for $\beta \in \{1, 2\}$ are very similar but $\beta = 2$ shows a stronger intensity, while $\beta = 1$ shows a more spread result, even presenting the influence of the thalamus in the 2nd row, similarly to $\beta = 0$.

VII. DISCUSSION

As previously discussed, different acquisition conditions and reconstruction settings produce PET images with different noise distributions. Therefore, the optimal value of $\beta$, i.e. the value
Fig. 7: From top do bottom: factor proportions (FP) from non-specific gray matter, white matter and blood obtained with $\beta$-SLMM for $\beta = 0, 1, 2$.

which produces the best decomposition, highly depends on the experimental setting. This can be observed in the above-presented experiments, where the optimal $\beta$ was shown to be driven by the reconstruction, the model, and even the way we evaluate the factor decomposition.

One of the main objectives of this paper was to demonstrate the flexibility of the $\beta$-divergence, and its ability to improve the factor analysis even when the noise is not well characterized. However, this can also be seen as a weakness, because how to choose $\beta$ in real situations is not straightforward.

As a tentative to address this issue, we studied the optimal $\beta$ value for synthetic images generated with the same process described in paragraph V-A3 for 3, 6, 15 and 50 reconstruction
iterations (respectively 3it, 6it, 15it and 50it images). We run 16 independent simulations for each different setting, and evaluated the optimal $\beta$ as a function of reconstruction iterations, with and without final post-filtering. Fig. 11 shows the optimal $\beta$ for 3it, 6it, 15it and 50it, computed over 16 samples without a postfiltering step (left) and with a postfiltering step (right). This figure can serve as a reference to choose $\beta$ in this experimental setting, and it is consistent with the other results presented above. To summarize, without the post-filtering step, a reasonable choice of $\beta$ is around 0.5 for few iterations, and 1 or slightly above for more iterations. We also remark that the influence of $\beta$ is less clear when a post-filtering step has been used within reconstruction.

This strategy is expected to remain valid for other tracers, other cameras or other reconstruction algorithms. Specific numerical simulations dedicated to the experimental setting can be conducted to obtain a relevant tuning of the $\beta$.

Moreover, throughout this article, the main measure of evaluation was the PSNR. A more insightful evaluation could be obtained by separately measuring the final bias and variance for each setting. To further enlighten the interest of using a correct data-fitting measure, this study was conducted on Phantom I for the non-convex case. Fig. 10 presents the resulting bias and variance for 6it and 50it with the $\beta$-NMF and $\beta$-LMM. While the variance does not seem to change a lot for different values of $\beta$ (especially for 50it), the bias is the most relevant element for the final PSNR presented on Section V-D as it presents the most important changes over different $\beta$’s. These results indeed confirm the interest of using a correct data-fitting measure.
In practice, we are not able to obtain the measures of bias and variance separately, but rather a global measure of the error. Moreover, the bias seems to be the most relevant criterion for the final PSNR, thus the results on Section V-D seem to be sufficient on this evaluation.
Fig. 10: Bias and variance obtained for the non-convex setting of $\beta$-NMF and $\beta$-LMM for 6it and 50it.

VIII. CONCLUSION

This paper studied the role of the data-fidelity term when conducting factor analysis of dynamic PET images. We focused on the beta-divergence, for which the NMF and LMM decompositions were already proposed in other applicative contexts. We also introduced a new algorithm for computing a factor analysis allowing for variable specific-binding factor, termed $\beta$-SLMM.

For all those three models, experimental results showed the interest of using the $\beta$-divergence in place of the standard least-square distance. The factor and proportion estimations were indeed more accurate when computed with an suitable value of $\beta$. The improvement was shown to be higher when the image had not suffered too strong post-processing corrections. The $\beta$-divergence thus appeared to be a general and flexible framework for analyzing different kind of dynamic...
Fig. 11: Optimal beta computed with the $\beta$-NMF algorithm in the convex setting for 3it, 6it, 15it and 50it over: (a) 16 samples without a postfiltering step, (b) 16 samples with a postfiltering step.

PET images.

Future works should consider the use of the $\beta$-divergence in the whole image processing pipeline, including the reconstruction from the sinograms and the denoising. This should further improve the final factor analysis results.
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