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Traditional view of signal processing
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Modern signal processing
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Modeling on the continuum

In many applications, the most natural signal models are
iInherently continuous

Translating this to a discrete, finite setting can be subtle



Bandlimited functions

Perhaps the most basic model is that x(t)is bandlimited

The continuous -time Fourier transform  of a function z(t)
IS given by

X(f) = /OO z(t)e P ftqt, feRr

We say that x(t)is bandlimited (with bandlimit W) if
X(f)=0 for |f|>W

1 X ()




Sampling bandlimited functions

a - )
ol f we sample a signal |at
frequency, t hen w e C an r e cC
9 Whittaker -Nyquist-Kotelnikov-Shannon y

More specifically, let T'glenote the sampling period and let
x[n] = x(nTs) denote the sequence of samples we obtain

The sampling theorem shows us that no information is lost
provided W <

2TS



Windows of samples

To simplify our notation, we will assume without loss of
generality that T — Iso that

z[n] =z(n), n=0,1,..., N -1

W = 1 :sampling at the Nyquist rate

2
mm) \ degrees of freedom

W < % : sampling faster than the Nyquist rate
mm) < N degrees of freedom?



Models for bandlimited signals

If W < %We expectthat dnas < Megrees of freedom
How can we represent this mathematically?

From bandlimitedness we have
W .
2[n] = ] X (f)e 27 df
—W

The discrete Fourier transform (DFT) gives a representation of

the form
N—1

1 —127 n
k=0



Models for bandlimited signals

If W < %We expectthat dnas < Megrees of freedom

How can we represent this mathematically?

The DFT should besparse
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Models for bandlimited signals

If W < %we expectthat dnas < Megrees of freedom
How can we represent this mathematically?

The DFT should besparse dbut 1t usual l vy
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A better model

The DFT Is simply the wrong basis for compactly representing
this structure

A much better choice: discrete prolate spheroidal sequences

Slepian basis. Defined by the vectors that
satisfy the eigenvalue equation

Tn(Bw(se)) = )\%?WSE

r p
The first =~ 2NW eigenvalues~ 1.

The remaining eigenvalues~ 0.




Another perspective: Subspace fitting

eiQ'JTfO
ei27rf
€r — .
eiQWf(N—l)

Suppose that we wish to minimize

v 2
[ lles — Poesl3
—-W

over all subspaces () of dimension k&

4 R
Optimal subspace is spanned by

the first k£ Slepian basis elements
\ y,




The prolate matrix

From either perspective, it is not hard to show that the
Slepian basis elements are the eigenvectors of the prolate

matrix I

sin(2rW(im —n)) .
BNjw[m,n] — W(m—n) |fm#n
2W if m=n

. k
Byw = SNwANwWSNw



Bottom line

4 R
Windowed and sampled bandlimited signals live in

a subspace with an effective dimension of ~ 2NW
- y,

Other frequency bands handled by simply modulating the
Slepian basis elements to different center frequencies

70

60 [

50

40

30 -

20

10+

o S .n'.‘|‘|‘|'u|‘|||‘\-l‘ll-.N A
-0.5




